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Today, the folding equilibrium of short polypeptides can be
sampled using molecular dynamics (MD) computer simulation over
hundreds of nanoseconds.1-4 For example, the folding equilibrium
of a hepta-�-peptide with different side-chain substitutions was
investigated by such long-time MD simulations, which showed that
a slight change of the side-chain substitution did affect the folding
equilibrium dramatically.5 However, a systematic investigation of
the influence of the side-chain composition and position at the
backbone is computationally as well as experimentally too expen-
sive because of the exponentially growing number of possible side-
chain compositions and combinations along the peptide chain. Here,
we show that application of the one-step perturbation technique6-10

may solve this problem, at least computationally; that is, one can
sample many folding equilibria of a polypeptide with different side-
chain substitutions from just one single MD simulation.

Assume that we have available a conformational ensemble
representing a peptide (un)folding equilibrium that was generated
in one long MD simulation using a reference state Hamiltonian
Href. If we now divide the conformational ensemble into two
subensembles CF and CU, i.e., representing folded versus unfolded
conformations, we can calculate the free enthalpy or Gibbs free
energy difference between CF and CU, ∆GF,U

ref , using the expression

where the number of configurations belonging to subensembles CF

or CU is denoted by NF or NU, respectively, and kBT is the Boltzmann
constant multiplied by the temperature. Using the thermodynamic
cycle, we may calculate the corresponding free enthalpy ∆GF,U

pert for

a perturbed state Hamiltonian Hpert, i.e., the peptide with a slightly
different side-chain composition and position at the backbone.
According to statistical mechanics, the free enthalpy change of a
(sub)ensemble C due to changing the Hamiltonian from Href to Hpert

is given by

where the (sub)ensemble averaging is denoted by 〈...〉 and is carried
out over all configurations that were generated using Href and that

belong to the conformational (sub)ensemble C. We note that formula
(3) is exact, i.e., does not contain an approximation. The accuracy
of the obtained value for ∆G will, however, depend on whether
the conformational ensemble generated using Href that is used in
the averaging comprises conformations that are relevant in the
ensemble that belongs to Hpert. Using the thermodynamic cycle
shown in eq 2, we have

From a single equilibrium simulation using a possibly unphysical
reference state Hamiltonian Href, we may thus derive the free
enthalpy differences ∆GF,U

pert for many different perturbed state
Hamiltonians Hpert. We note that the ∆G obtained via eq 4 does
not explicitly depend on the choice of Href, because its free enthalpy
is subtracted out. Therefore, the choice of Href may be used to
optimize the sampling of conformational space such that the ∆G
values from eq 4 are as accurate as possible.

In this Communication, we report the results of using this one-
step perturbation technique to predict the folding equilibrium of a
hepta-�-peptide11,12 with different side-chain substitutions (Figure
1), for which experimental NMR and CD data are available.11 Four
peptides with different combinations of CH3 and H as X,Y atoms
(Figure 1) were chosen to test this technique, because large
conformational ensembles were available from a previous study5

of these peptides that could serve to validate the one-step perturba-
tion results. As reference state was chosen the peptide with soft-
core13 side-chain X,Y atoms. Soft-core interactions allow a spatial
overlap between atoms, the X,Y solute atoms with other solute
atoms and with solvent molecules in this case. This allows the
simulation in the reference state to sample the conformational space
important to the differently perturbed peptides with CH3 and H
substitutions, which is a prerequisite for obtaining accurate free
enthalpies through one-step perturbation. Two values of the soft-
core parameter RLJ in the Lennard-Jones interaction (see Supporting
Information) of the reference state were used: 1.0 and 1.51, referred
to as RR1.0 and RR1.51 below. Use of the larger value of RLJ ) 1.51,
i.e., softer X,Y atoms, leads to increased sampling of unfolded,
i.e., non-314-helical conformations (see Figure 2). Simulations of
these two unphysical reference states at T ) 310 K and 1 atm in
explicit methanol solvent were run for 200 ns (the simulation details
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∆GF,U
ref ) -kBT ln(NF

ref/NU
ref) (1)

(2)

∆Gpert,ref
C ) -kBT ln〈e-(Hpert-Href)/kBT〉ref,C (3)

Figure 1. Chemical formulas of the hepta-�-peptides studied, where X,Y
are soft-core atoms in the reference state and (X,Y) ) (S,S) (CH3,CH3),
(S,S) (CH3,H), (S,S) (H,CH3), (S,S) (H,H) in the perturbed states.

∆GF,U
pert ) ∆GF,U

ref + ∆Gpert,ref
F - ∆Gpert,ref

U (4)
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are described in the Supporting Information). The backbone atom-
positional root-mean-square deviations of the peptide in the two
reference states with respect to an ideal 314-helix are shown in
Figure 2 as function of time. We chose an rmsd of 0.1 nm (gray
line) as our criterion to separate conformations into CF and CU.
Use of other properties, such as number of intrasolute hydrogen
bonds, solute radius of gyration, or solute dipole moment, to
separate CF from CU does not significantly influence the results14

obtained for this peptide when varying force-field parameters in a
procedure similar to that used here for side-chain substitutions. The
value of RLJ, however, has a large influence on the folding
equilibrium in the reference state. The free enthalpy of folding ∆GF,U

ref

obtained through eq 1 is 1.8 kJ mol-1 and 4.3 kJ mol-1 for
simulations RR1.0 and RR1.51, respectively. The number of confor-
mational clusters, defined using a 0.1 nm rmsd criterion, which
make up 95% of the trajectories are also shown in Figure 2 as
function of time. Few new clusters appear after 100 ns of simulation,
indicating that the sampling has converged. Due to a larger fraction
of unfolded conformations, simulation RR1.51 sampled a larger
conformational space than RR1.0. Free enthalpy differences of
perturbing from the two reference states to the four peptides with
different side-chain substitutions (eq 3) are listed in Table 1, together
with the predicted folding free enthalpies (eq 4). The statistical
uncertainties were estimated using block averaging.15 Reference
simulation RR1.0 predicts ∆GF,U of the peptides with

(S,S) (CH3,CH3), (CH3,H), and (H,CH3) within kBT (2.6 kJ mol-1)
but yields a deviation of -5.6 kJ mol-1 for peptide (H,H). Reference
simulation RR1.51 predicts slightly worse for peptide (S,S) (CH3,CH3),
slightly better for peptide (CH3,H), and much better for the other
two peptides. Especially for peptide (S,S) (H,H), for which simula-
tion RR1.0 completely fails to correctly predict ∆GF,U, simulation
RR1.51 yields (eq 4) an accuracy of 1.1 kJ mol-1 compared with the
simulation result (eq 1). Using RR1.51, the average absolute deviation
of predicted folding free enthalpies compared with the ones obtained
from long-time MD simulations is 1.6 kJ mol-1, which is half the
value of 3.2 kJ mol-1 obtained using RR1.0. The former value is of
the same order of magnitude as the estimated error of the folding
free enthalpy obtained from long-time MD simulations.16

Experimental data11 from CD and NMR measurements on three
of the four peptides investigated here confirm the decreasing degree
of structural stability of the 314-helical fold for peptides
(S,S) (CH3,CH3), (CH3,H), and (H,H) predicted using the one-step
perturbation methodology.

These results show that creation or deletion of one or two atoms
is not a too big perturbation when calculating a free enthalpy of
folding. One-step perturbation could correctly predict the folding
free enthalpy of the peptides with such differences. However, the
choice of reference state is very important, as is illustrated by the
failure of RR1.0. First, the number of clusters being sampled using
Hamiltonian RR1.0 (Figure 2) is obviously insufficient to sample the
conformational spaces important to peptides (H,CH3) and (H,H),
which comprise mostly unfolded structures (Table 1). Second, the
soft-core parameter value RLJ ) 1.0 induces high energy when
solute atoms or solvent molecules overlap with soft-core solute
atoms.13 When solute atoms or solvent molecules cannot overlap
with a soft-core solute atom, perturbing from a soft-core atom to a
H atom will result in a cavity, which is an unfavorable configuration.
Too limited sampling in the reference simulation causes inaccuracy
of the one-step perturbation result. The slightly worse prediction
of peptide with (CH3,CH3) by RR1.51 compared to RR1.0 has the same
cause. Using RR1.51 solute atoms and solvent molecules can overlap
with soft-core solute atoms, and not many folded configurations
are sampled, which results in a slight overestimate of the free
enthalpy of the folded conformation when perturbing from a soft-
core atom to CH3. Taken together, this means that both folded and
unfolded conformations must be sufficiently sampled, and this
requires a proper reference state Hamiltonian and a temperature
for which there are many more unfolded than folded configurations.
What constitutes a sufficient fraction of unfolded conformations
and a sufficient length of the reference MD simulation is dictated
by the type of molecule, i.e., the size of its unfolded conformational
space.

It has been shown1 that the number of different conformers
making up the denatured (unfolded) state is very, very low. The
denatured state of peptides is orders of magnitude smaller than
expected on the basis of considerations given by Levinthal,17 only
a tiny fraction of the possible conformations is populated in the
temperature range between 300 and 360 K (see Figure 2). This
implies that it is possible to sample a sufficient fraction of unfolded
conformations, given a force field that accurately describes the
characteristics of this limited denatured state.1

In summary, the evaluated one-step perturbation methodology
constitutes an efficient technique to predict folding equilibria of
peptides with an accuracy of about kBT. In addition, it could be
used to predict other observables or quantities than ∆GF,U for a
particular system, which makes it a powerful molecular simulation
methodology that reduces the number of required separate simula-
tions by an order of magnitude.

Figure 2. Time evolution of the backbone atom-positional rmsd of residues
2-6 of the hepta-�-peptide with respect to the 314-helix and the corre-
sponding distribution (upper panels). Number of conformational clusters
(lower panel). The gray lines represent the criterion used to distinguish
folded and unfolded conformations.

Table 1. Folding Free Enthalpies and Perturbation Free Enthalpies
(kJ mol-1) Associated with Perturbations from the Two Reference
States to the Four Peptides with Different Side-Chain
Substitutionsa

(X,Y)

(S,S) (CH3,CH3) (S,S) (CH3,H) (S,S) (H,CH3) (S,S) (H,H)

∆GF,U
simb -2.1 ( 0.2 2.9 ( 0.4 5.4 ( 0.4 8.3 ( 0.6

RR1.0

∆GF,U
ref 1.8 ( 0.4

∆Gpert,ref
F 14.4 ( 0.1 12.2 ( 0.6 12.1 ( 0.4 19.9 ( 1.3

∆Gpert,ref
U 16.0 ( 0.2 8.9 ( 1.2 11.1 ( 0.5 19.0 ( 0.3

∆GF,U
pert 0.2 ( 0.4 5.1 ( 1.4 2.8 ( 0.8 2.7 ( 1.4

RR1.51

∆GF,U
ref 4.3 ( 0.7

∆Gpert,ref
F 20.3 ( 0.1 17.6 ( 0.1 17.9 ( 0.1 26.0 ( 0.2

∆Gpert,ref
U 24.0 ( 0.3 17.2 ( 0.2 17.8 ( 0.3 20.9 ( 0.4

∆GF,U
pert 0.6 ( 0.8 4.7 ( 0.7 4.4 ( 0.8 9.4 ( 0.8

a The statistical uncertainties were estimated using block averaging.15

b ∆GF,U
sim calculated through eq 1 from 500 ns simulations.5
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